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Abstract Silicon nanophotonics holds the promise of dra-
matically advancing the state of the art in computing by
enabling parallel architectures that combine unprecedented
performance and ease of use with affordable power con-
sumption. This paper presents a design study for a many-
core architecture called Corona which utilizes dense wave-
length division multiplexing (DWDM) for on- and off-chip
communication together with the devices which will be
needed to implement such a communication infrastructure.

PACS 42.82.-m - 42.82.Ds - 42.82.Bq

1 Introduction

The sustained performance improvement of computational
devices over the last 30 years has been supported by im-
proved integrated circuit technology and the attendant de-
crease in transistor size and increase in transistor count per
die. The industry focus on utilizing these benefits to im-
prove single-thread performance led to increasingly com-
plex computational cores and increased clock frequencies.
This single-thread performance focus stumbled in the tran-
sition to a 90-nm process due to power, thermal, and as-
sociated cost problems. The merchant semiconductor in-
dustry then went through an architectural reset to redefine
performance based on parallelism as it switched gears to
multi-threaded and multi-core processor devices. The ITRS
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Semiconductor roadmap [1] predicts that, in the next 15
years, feature sizes will shrink from 40-nm to the sub-10-nm
regime. This process technology improvement is expected to
result in scaling the number of cores and threads per device
rather than increased speed or complexity of an individual
core. The validity of this prediction is in evidence as vendors
are currently building chips with multiple relatively simpler
cores with little or no increase in clock speed. It has been
predicted [2] that this trend will continue and lead to devices
with tens or hundreds of cores and up to thousands of threads
running highly parallel codes. In order to achieve their per-
formance potential, cores will need to access data stored in
local and distant caches as well as in off-chip main memory.
Programming these new devices efficiently is a significant
problem. The programming problem will be simplified if the
differences in memory bandwidth and latency between local
and remote locations can be minimized: in this situation the
programmer will not need to be concerned with data and
program locality. The best network topology to achieve this
architecture is a crossbar in which each core can be directly
connected to any other core at any given time. In a purely
electronic system achieving this high level of interconnec-
tion is unfeasible because of power considerations. The en-
ergy to transport a bit in an electrical network depends on
distance and bandwidth is dependent on clock frequency,
the number of wires in the communication channel, and the
number of bits that can be transported simultaneously on
each wire. All these factors result in power requirements that
scale super-linearly with an increase in bandwidth.
Off-chip bandwidth is also limited by the number of
package pins which is not predicted to increase significantly.
The scaling problems associated with off-chip crossbars
have led to the use of multi-hop network topologies, e.g.,
mesh, fat tree, folded Clos, etc., which mitigate the power
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problem but do not adequately solve the bandwidth and la-
tency issues. This motivates the pursuit of nonelectrical in-
terconnect options.

This paper presents the Corona many-core architecture
which utilizes a CMOS-compatible silicon photonic cross-
bar for intra- and inter-chip communication. The design as-
sumptions for Corona are based on the ITRS [1] 17-nm tech-
nology node that is planned to be in production by 2017.
Corona provides significant power savings, performance
improvements, and improved programmability when com-
pared with competing all-electrical solutions. Other propos-
als for on-chip nanophotonic interconnects have appeared
recently, but most simply replace the long “global” wires
with a bus [3] or a circuit-switched network [4]. Corona im-
proves on the latency and bandwidth characteristics of these
alternatives by more efficiently using the inherent advan-
tages of silicon nanophotonics.

The remainder of the paper is organized as follows:
Sect. 2 is dedicated to a description of the overall archi-
tecture and the network requirements; Sect. 3 describes the
nanophotonic crossbar; Sect. 4 describes the performance
of the Corona chip in terms of power consumption and
simulated compute performance on a set of multi-threaded
benchmarks.

2 The Corona architecture

Figure 1 shows a block diagram of Corona. Each 4-core
cluster shares a memory controller for access to off-chip
main memory. Multiple clusters communicate with each
other through an on-chip optical interconnect network. Sim-
ilar to the Intel Larrabee [5], the Corona cores are sim-
ple in-order, wide SIMD (Single Instruction Multiple Data)
processing units. 3D die stacking technology allows the
cluster tiles to be stacked on top of their associated L2
caches and memory controller tiles, an approach that is also

used in the Intel Polaris [6] prototype. In a 17-nm technol-
ogy, Corona will consist of 64 clusters, 256 cores, and pro-
vide a 10 TFLOP peak performance with a clock frequency
of 5 GHz. The remaining problem to be solved is how to
provide enough bandwidth between the 64 cores and 64 off-
stack memory blocks to sustain this peak performance capa-
bility at a reasonable power consumption level.

One byte per FLOP for both on- and off-chip commu-
nication has been highly desirable in the high performance
computing world [7]. However, providing this bandwidth
(10 TB/s) is problematic in the all-electrical domain. For
on-chip communication, full-swing long wires consume sig-
nificant power, and low-swing wires are slow [8]. As a re-
sult, ring- or mesh-based topologies have been suggested for
on-chip interconnection networks due to their short hop dis-
tances [5, 6]. In addition to the power issue, off-chip com-
munication bandwidth is also limited by pin count and per-
pin bandwidth limitation. Currently the best reported chip-
to-chip transceiver technology uses 2.2 mW/Gb/s [9]. This
implies that more than 170 W will be consumed to just pro-
vide off-chip connectivity for Corona’s needs. Numerous
software tactics may mitigate the bandwidth demand, but
this adds both programmer or compiler complexity, and the
techniques are often application specific. In order to solve
this performance limiting bandwidth problem, a new tech-
nology approach appears necessary.

3 The nanophotonic crossbar

Optical interconnects have been successful for long-dis-
tance data transmission and are becoming increasingly cost-
effective for shorter distances. They are therefore an obvi-
ous candidate to investigate as a solution for Corona’s com-
munication needs. A compelling advantage of optical inter-
connects is the ability to increase the bandwidth of a single
physical channel by using wavelength division multiplexing

Fig. 1 Schematic of the basic
architecture for a 256-core |

processor. The cores are divided 4+
into clusters that share an L2
cache and control access to a

CPU

[ESIIITITIRY ‘EUTTTTINISIECIOe .

particular unit of memory

M= N :
| | Memory Controller 2 | e I Memory Controller M |

| Memory Controller 1

A
v

A A
A4 Y

Core |Core | Core
1 2 3 4

Core

Core |Core
N-T| N

Core

N-2

Core

N-3

Core|Core | Core|Core| N=4C

5 6 7 8

Cluster 1's L2 Cache

Cluster 2's L2 Cache Cluster C's L2 Cache

!

! !

Optical Crossbar/Ring

@ Springer



Devices and architectures for photonic chip-scale integration

991

(DWDM). Given the power overheads incurred by serializa-
tion and deserialization (SERDES), it is unlikely that on-
chip interconnects will be driven at rates higher than twice
the clock speed. Since active power is linear with clock
frequency, clock speeds are not likely to exceed 5 GHz in
the next decade [1]. Therefore to achieve a 20 TB/s band-
width, one would need 16,000 physical channels running at
10 Gb/s. A 16,000 channel electrical crossbar would be in-
feasible from both a power and cost perspective. Similar lim-
itations would apply for a coarse wavelength division mul-
tiplexing (CWDM) optical interconnect. A DWDM optical
approach remains, but it presents significant implementation
challenges. If 64 wavelengths can be transmitted over any
waveguide, the 10 TB/s photonic bandwidth target can be
achieved with 250 waveguides that can be easily accommo-
dated in one layer.

The feasibility of such on- and off-chip photonics will
require that these integrated photonic circuits be compati-
ble with conventional CMOS fabrication processes. Recent
progress in silicon photonics has shown that most of the de-
vices needed for such networks are indeed possible. In ad-
dition, when economies of scale are taken into account, it
is reasonable to believe that Si-based photonic integrated
circuits can be produced at costs that are competitive with
the alternative solutions. Furthermore the necessary 3D chip
stacking technologies are likely to mature by 2017 [10].

A silicon photonic integrated circuit (PIC) requires a
low-loss waveguide. Silicon-on-insulator (SOI) waveguides
losses as low as 0.2 dB/cm [11] have been measured, and
will not need much improvement. However, the commer-
cially available SOI wafers used for this purpose are custom-
made and expensive. To satisfy light confinement require-
ments, a thick buried oxide layer is necessary, and this layer
thermally isolates the devices which exacerbates thermal
management problems in a PIC. In the long term, it will
be important to develop a means for creating nanophotonic
components using pure silicon wafers, which provide high
thermal conductivity at low cost.

Another key component for a Si-PIC is a suitable light
source. Silicon light sources are very hard to build because
of the material’s indirect bandgap. Therefore a III-V laser
will need to be used to generate light either off-chip or as an
on-chip hybrid laser. Recently multi-wavelength lasers with
precisely controlled frequency spacings have been built. One
advantage of these lasers is that if only one of the frequency
channels is servo-locked to an on-chip standard cavity, then
all of the other frequency modes will track the controlled
mode. One possible approach is the Fabry—Perot comb laser
based on quantum dots [12], which has already been used
to demonstrate a bit-error-rate of 10713 at 10 Gb/s over
ten longitudinal modes [13, 14]. Another possible approach
is the mode-locked hybrid Si/IlI-V evanescent laser [15],
which uses a silicon-waveguide laser cavity wafer-bonded

to a I[II-V gain medium. Any temperature change in the en-
vironment will cause approximately the same refractive in-
dex shift in the laser cavity and the silicon waveguides and
resonators that form the DWDM network which simplifies
locking. Overall a wavelength locking scheme that is robust
against temperature changes is one of the main implementa-
tion challenges on which we are currently working.

To implement a DWDM network it is also necessary
to build frequency selective modulators and detectors.
A DWDM modulator can, in-principle, be built using
wavelength-independent modulators (such as Mach-
Zehnder electrooptic modulators [16] and quantum-well
materials for electro-absorption modulators [17, 18]) and
add-drop filters. This solution is not easily implementable
given the large area of nonresonant add-drop filters such as
array waveguide gratings. A combined solution is possible
for detectors, but it suffers from similar problems. An alter-
native solution is to use resonant elements to multiplex and
demultiplex the signals. This solution is more complex to
implement because resonant elements are more sensitive to
environmental changes such as temperature and require very
strict fabrication tolerances.

The Corona effort has therefore been based on the silicon
microring resonator because of its small size, high quality
factor Q, transparency to off-resonance light, and small in-
trinsic reflections. Using injected charge, the refractive in-
dex of the microring can be changed to blue-shift the fun-
damental frequency of the cavity. This mechanism can be
used to move the ring into or out of resonance with an inci-
dent light field thus providing a mechanism for electro-optic
modulation [19-21] in an on-off keying scheme. When not
modulating, the rings are in the “OFF” position and do not
interfere with light transmission. A slower tuning mecha-
nism is provided by temperature: increasing the ring tem-
perature red-shifts the frequency, and this mechanism can
be used to track slow changes in the laser frequency. When
a small amount of absorbing material such as Ge is incorpo-
rated into the ring, the resonator can be used as a frequency-
selective detector. Additional functionality can be obtained
by using a variable-wavelength add-drop filter [22, 23] as a
switch. A ring with a radius of 1.5 pm and an intrinsic qual-
ity factor Q of 18,000 has been demonstrated recently by
our group. This quality factor only takes into account intrin-
sic losses in the ring; when losses caused by the ring cou-
pler are added, the result is a “loaded” Q of 9,000. Effective
mode volumes for these rings are around 1.0 um? [24]. The
measured quality factor is close to the maximum achievable
Q given Si waveguide bending losses. In Fig. 2(b), cascaded
silicon microring resonators are shown. These can be used
as a modulator or filter bank in a nanophotonic network.

There are many obvious advantages in building small
rings. First, smaller components make possible a larger
amount of integration and greater on chip-functionality.
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Fig.2 (a) An SEM picture with 40°-titled view of a microring resonator with a 1.5-um radius coupled to a waveguide with an optimized (reduced)
width. (b) A microscope picture of cascaded microring resonators coupled to a U-shaped waveguide at the edge of the chip

In addition, smaller components have smaller capacitance
thus requiring less power to switch. This is also true for
the temperature-tuning mechanism where less thermal mass
corresponds to less power required to stabilize temperature.
The total bandwidth of a microring-based DWDM modula-
tion system [20] is limited by the free spectral range (FSR)
of the microring resonator, which is inversely proportional
to the circumference of the ring. A smaller microring mod-
ulator has a larger FSR, which can therefore accommodate
more wavelength channels and have higher aggregate data
bandwidth. A 1.5-um-radius ring with a coupled Q of 9,000
has been demonstrated in our lab [24]. This provides an FSR
of about 10 THz, and a filter bandwidth of about 10 GHz,
which is nearly ideal for the Corona interconnect architec-
ture.

A schematic of the photonic crossbar and electronic cir-
cuit is shown in Fig. 3. The Corona design is based on
several stacked layers dedicated to specific functions. Each
layer comprises 64 tiles that are vertically associated in the
die stack. The top layer consists of 64 cluster tiles, each of
which is comprised of four processor cores and their asso-
ciated private L1 caches. Each second layer tile consists of
an L2 cache, main memory controller, a directory used to
support L2 cache coherence, and a communication hub used
to direct communications to and from the appropriate sub-
system in the tile. The 64 processor/memory tiles in the top
two layers constitute the nodes of the optical network which
is implemented in the next two lower layers. The third layer
consists of analog electronics which interface the top two
digital layers to the optical waveguides and resonance rings
on the bottom layer. The main portion of the network com-
prises 256 data/control waveguides each carrying 64 wave-
lengths. The DWDM channels are separated by 80 GHz in
order to allow transmission at 10 Gb/s on each channel and
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reduce losses for off-line modulators. This choice does not
conform to the ITU channel spacing, but it is chosen to op-
timize the bandwidth density. We feel that because of the
wavelength that we are using (around 1310 nm) and the type
of application (short-haul datacom as opposed to long-haul
telecom) conforming to the ITU grid would have negligi-
ble effect on the availability and cost of the optoelectronic
components while putting severe constraints on the avail-
able bandwidth. The waveguides are grouped in 64 bundles
of four waveguides, and each bundle starts at one node (with
splitters that inject optical power from a power waveguide),
snakes its way past all the tiles, and returns to the original
node where it is terminated by 64 resonant detectors. The
bundle can be used to communicate with the node where
the bundle terminates by any of the other nodes; this is ac-
complished by using the appropriate set of modulators to
write data onto the bundle. At any time 64 nodes can be
transmitting each using 256 channels (four waveguides with
64 wavelengths each) that can be modulated at 10 Gb/s for
an aggregated bandwidth of 20 TB/s. When error correc-
tion and other overheads are taken into account, this will
provide a usable data bandwidth in excess of the target of
10 TB/s. Note that light and data always flow in the same di-
rection (clockwise in the schematic of Fig. 3). Because mul-
tiple nodes may want to communicate on the same bundle,
arbitration is required. To achieve this we devised a scheme
for all-optical arbitration that is based on an optical token
that is passed around a dedicated arbitration ring (shown in
Fig. 3). The arbitration scheme is discussed in [26]. In ad-
dition to arbitration, there are a number of waveguides ded-
icated to a broadcast channel which is used to coordinate
L2 cache coherence. Finally each node has four dedicated
waveguides (two for input and two for output) dedicated to
communication with external optically connected memory
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Fig. 3 The nanophotonic interconnect die for a 256-core chip oper-
ating at 5 GHz. Subsystems illustrated here include: the 64 cluster
tiles on the processor and memory dies; 270 identical parallel ridge
waveguides allocated to cache line transfers and control messages

(OCM). These waveguides carry 64 wavelengths for a total
bandwidth of 10 TB/s in each direction.

4 Corona performance
4.1 Power consumption

Power consumption is of paramount importance for Corona.
There are several key aspects that contribute to the overall
power consumption of the optical interconnect: power used
to generate the light, electrical power used to modulate the
rings, and the power needed to keep the rings on resonance.

To determine how much laser power is needed, a link
loss approach was used. The link loss is defined as the ra-
tio between the number of electrons that are injected in the
laser and the number of electrons that come out of the de-
tector at the end of the link. In the case of the on-chip net-
work, this budget includes: the efficiency in the conversion
of electrons to photons in the laser (5 dB in 2017, corre-
sponding to a 30% wallplug efficiency), transmission losses
(a total of 11 dB including: 1 dB coupling losses onto the
chip, 3.5 dB waveguide propagation losses, 6.4 scattering
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losses from off-resonance rings, and 0.1 dB losses from
splitters), and the conversion efficiency of photons into elec-
trons (3 dB). The loss numbers were calculated using litera-
ture results (e.g., 1 dB/cm loss for single-mode waveguides
and 0.3 dB/cm for multi-mode waveguides [25]) and nu-
merical simulations (e.g., for the ring scattering losses). The
total link loss budget is 19 dB. To estimate the number of
electrons needed at the output of the photodiode to flip a
transistor, we assume that photodiodes with a capacitance
of ~10 fF will be available. This capacitance target can be
reasonably achieved if proper scaling is applied to existing
results [27]. Low-capacitance detectors will allow one to de-
tect signals with as little as 1000 electrons/bit without sig-
nificant power overhead. By backing up the losses, one can
calculate the power necessary to generate laser light for the
Corona on-chip network to be 2.6 W (this corresponds to
0.8 W of laser power). Similar estimates for the off-chip net-
work give an estimated power consumption of 0.4 W for the
off-chip network.

The other main contribution to power dissipation comes
from the rings. The rings dissipate power in three different
ways: fabrication error trimming, resonance frequency bi-
asing, and direct data modulation. Because of fabrication
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imperfections, each ring will have a resonance frequency
that is slightly different from the design goal, and must be
“trimmed” into the correct spectral location. The ring will
also need to be “biased” into position when ready to mod-
ulate. There are two schemes to fine-tune the rings: car-
rier injection to blue-shift the resonance and thermal heat-
ing for red-shifting. In the worst-case scenario, 190 pyW/nm
are needed to red-shift a 3-um ring through heating, and
130 yW/nm are needed to blue-shift via current injection.
On average, a wavelength offset of 0.14 nm will need to be
corrected for the expected fabrication tolerances at the 17-
nm technology node. This corresponds to an average power
dissipation of 17 and 26 pW for blue- and red-shifting, re-
spectively. When multiplied by the total number of rings on
the circuit (approximately 1.1 x 10°), this gives us a total
power consumption of ~26 W.

To modulate a 3-um ring one will need a charge of
3x 10714 C/pulse at 5 GHz, or 30 fJ at 1 V. This number
is calculated assuming that the ring is detuned 40 GHz from
resonance to obtain an extinction ratio of 10 dB or greater.
This corresponds to a raw dissipated power of 150 uW per
online ring. The modulator driver will necessarily dissipate
electrical power, since the modulator acts as a capacitive
load with a 10 pA leakage current in the “on” state and
has a peak current of 1 mA during the transition. A care-
ful co-design of the voltage drivers is of paramount impor-
tance to achieve the power consumption targets stated here.
We believe that it is important to develop analog CMOS
drivers to reduce the electronic overhead by a factor of 3.
With that assumption, the power dissipated to modulate each
ring is 0.5 mW at the 17-nm technology node. Consider-
ing that there are >~ 16000 active rings in the on-chip network
and ~16000 in the off-chip network (including the ones on
the optically connected memories), the total power needed
for modulation is estimated to be ~16 W. The total power
needed to bias the actively modulated rings into position can
be calculated to be ~3 W.

Aggregating the various power components results in a
total power of ~48 W. This should be compared with the
estimated power consumption of the processor and memory
nodes that approaches 200 W. The data in Table 1 show the
expected evolution of power consumption at various tech-
nology nodes using network solutions similar to Corona.

4.2 System performance

A simulation of the Corona system is conducted to show
how the high bandwidth and low communication energy en-
abled by the optical interconnect are translated into system
performance and efficiency gains in many-core applications.
A combination of synthetic (described in Table 2) and realis-
tic (the SPLASH-2 benchmark suite [28]) workloads is used
for the evaluation. The COTSon [29] and M5 [30] frame-
work were used for the simulations.
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Table 1 Projected chip interconnect performance at various technol-
ogy nodes. The power consumption of the interconnect includes lasers
and modulators, as well as the power needed to keep resonant detectors
and modulators locked

Technology node (nm)
40 28 17 14
Cluster/chip 4 16 64 64
Cores/cluster 4 4 4 16
TFLOP/s 0.64 2.56 10.24 40.96
On-chip interconnect
Bandwidth (TB/s) 1.3 5.1 20.5 81.9
Power (W) 3.8 18.2 384 118.4
Energy/bit (f) 367 445 235 181
Oft-chip interconnect
Bandwidth (TB/s) 1.3 5.1 20.5 81.9
Power (W) 1.8 43 8.9 27.5
Energy/bit (f]) 177 105 54 42

Table 2 Description of synthetic workloads

Workload Description
Uniform From cluster (i, j) to a random cluster
Hot Spot From cluster (i, j) to a fixed cluster
Tornado From cluster (i, j) to cluster
(G + k/2] = D)%k, (j+ 1k/2] — 1)%k),
where & the radix of the network
Transpose From cluster (i, j) to cluster (j, i)

The main aim is to understand the performance impli-
cations of the optical interconnects between clusters and to
the off-chip memory. The simulator was configured for three
network options:

— XBar—An optical crossbar [26] with bisection bandwidth
of 20.48 TB/s and maximum signal propagation time of
8 clocks.

— HMesh—An electrical 2D mesh [26] with bisection band-
width 1.28 TB/s and per hop signal latency (including for-
warding and signal propagation time) of 5 clocks.

— LMesh—An electrical 2D mesh [26] with bisection band-
width 0.64 TB/s and per hop signal latency (including for-
warding and signal propagation time) of 5 clocks.

The results of the previous section are used to estimate that
the optical crossbar consumes a continuous power of 29 W
for the Xbar since many components of the optical system
power are fixed (e.g., laser, ring trimming, etc.). For the elec-
trical mesh, an energy of 196 pJ per transaction per hop, in-
cluding router overhead, is used based on an aggressive use
of low swing busses and ignoring any mesh leakage power.
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Two memory interconnects were also simulated, the
OCM interconnect plus an electrical interconnect:

— OCM—Optically connected memory; main memory band-
width is 10.24 TB/s, memory latency is 20 ns.

— ECM—Electrically connected memory; main memory
bandwidth is 0.96 TB/s, memory latency is 20 ns.

The electrical memory interconnect is based on the ITRS [1]
roadmap, which indicates that it will be impossible to imple-
ment an ECM with performance equivalent to the proposed
OCM.

Five combinations in total are simulated: XBar/OCM
(Corona), HMesh/OCM, LMesh/OCM, HMesh/ECM, and
LMesh/ ECM in order to highlight the performance gain due
to faster memory and interconnect per benchmark. Further
details of the experimental setups are described in [26].

Figure 4 shows the performance of synthetic and realis-
tic workloads for the five system configurations relative to
the electrically connected LMesh/ECM system. When the
memory bandwidth is low, the faster mesh has little impact.
With a fast OCM, substantial performance gain is observed
over ECM systems when the fast mesh or the crossbar inter-
connect is used, while much less gain is observed with the

low performance mesh. Most of the performance gain made
possible by OCM is realized only if the crossbar intercon-
nect is used. Hot Spot is the exception: its performance is
memory bandwidth limited since all memory traffic is sent
through a single cluster, and the interconnect is not the bot-
tleneck. Overall, by moving to an OCM from an ECM in
systems with an HMesh, a geometric mean speedup of 3.28
is achieved. Adding the photonic crossbar can provide a fur-
ther speedup of 2.36 on the synthetic benchmarks.

For the SPLASH-2 applications, in five cases (Barnes,
Radiosity, Volrend, FMM, and Water-Sp) the LMesh/ECM
system is adequate. These applications perform well due
to their low cache-miss rates and consequently low main
memory bandwidth demands. The remaining applications
are memory-bandwidth limited on ECM-based systems. For
Cholesky, FFT, Ocean, and Radix, fast memory provides
considerable benefits, which are realized only with the fast
crossbar. LU and Raytrace are similar to Hot Spot: while
OCM provides most of the speedup, some additional benefit
is derived from the use of the fast crossbar. Overall, replac-
ing an ECM with an OCM in a system using an HMesh can
provide a geometric mean speedup of 1.80. Adding the pho-
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tonic crossbar can provide a further speedup of 1.44 on the
SPLASH-2 applications.

Figure 5 shows the on-chip network power. Note that the
Xbar continually uses power since light is being transmit-
ted even though it is not being used. However, the electronic
meshes also have leakage power, which is not included in
Fig. 5. For main-memory intensive workloads (Uniform,
Transpose, Cholesky, FFT, FMM, Ocean, and Radix), elec-
tronic meshes provide reduced performance (Fig. 4) at pro-
hibitive power levels of 100 W or more (Fig. 5). The on-chip
network power is particularly higher on the HMesh/OCM
configuration since the high memory bandwidth made avail-
able by the optically connected memory stresses the on-chip
network bandwidth of the HMesh, leading to much higher
power consumption.

5 Conclusions

The implementation of a chip like Corona would require a
shift in the silicon industry and will need to overcome sev-
eral important technological hurdles. While individual com-
ponents for Corona have been demonstrated, the massive in-
tegration of photonic circuits advocated here still remains
to be demonstrated. To achieve this level of integration, a
road-map for a Moore’s law for photonics will be needed.
In addition to refining the design of photonic devices and
defining a set of photonic design rules, a directed effort to
develop effective ways to co-design photonic and electronic
devices with the target of reducing overall power consump-
tion is required. A significant effort will also be needed to
study the network implications of crosstalk (from adjacent
DWDM channels and polarization conversion) as well as
coding and modulation techniques that can be used to limit
its detrimental effects.

Corona represents a feasibility blueprint for the imple-
mentation of an on-chip photonic interconnect and the ar-
chitectural implications of such interconnect. The main ad-
vantage of a photonic interconnect is improved on- and off-
chip bandwidth at affordable power levels, which cannot
be achieved by an all-electrical interconnect. This enables
the implementation of a many-core processor for which the
byte-per-FLOP ratio (i.e., the ratio of the communication
bandwidth to the compute bandwidth) is 1 both for the on-
chip global interconnect and the off-chip memory links. This
in turn enables shared-memory parallel architectures that are
easier to program. In addition, having photonics on the chip
enables new implementations of broadcast busses and arbi-
tration protocols that further improve performance by reduc-
ing latency.
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